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We study explosive synchronization, a phenomenon characterized by first-order phase transitions between
incoherent and synchronized states in networks of coupled oscillators. While explosive synchronization has been
the subject of many recent studies, in each case strong conditions on either the heterogeneity of the network,
its link weights, or its initial construction are imposed to engineer a first-order phase transition. This raises
the question of how robust explosive synchronization is in view of more realistic structural and dynamical
properties. Here we show that explosive synchronization can be induced in mildly heterogeneous networks by
the addition of quenched disorder to the oscillators’ frequencies, demonstrating that it is not only robust to, but
moreover promoted by, this natural mechanism. We support these findings with numerical and analytical results,
presenting simulations of a real neural network as well as a self-consistency theory used to study synthetic
networks.

PACS numbers: 89.20.-a, 89.75.Hc

I. INTRODUCTION

Phase transitions and critical phenomena are central top-
ics in the research of complex networks because of their deep
implications in dynamical processes [1]. Recently, explosive,
i.e., very sharp, phase transitions have garnered a great deal
of attention from scientists, first arising in the context of net-
work percolation [2]. While these transitions were eventually
proven to be continuous, and thus not explosive [3, 4], interest
in abrupt phase transitions was reignited in the context of syn-
chronization [5]. Synchronization has long served as a major
tool in studying emergent collective behavior in ensembles of
coupled dynamical agents [6, 7], with examples found in na-
ture, e.g., rhythmic flashing of fireflies [8] and mammalian
circadian rhythms [9], in engineering, e.g., power grids [10]
and oscillations of pedestrian bridges [11], and at their inter-
section, e.g., synthetic cell engineering [12]. In particular, the
Kuramoto model has served as a paradigm for both model-
ing and understanding synchronization [13]. When placed on
a network, the Kuramoto model consists of an ensemble of
N phase oscillators, θi for i = 1, . . . , N , whose evolution is
governed by

θ̇i = ωi + λ

N∑
j=1

Aij sin (θj − θi) , (1)

where ωi is the natural (intrinsic) frequency of oscillator i, λ
is the global coupling strength, and the adjacency matrix [Aij ]
encodes the network topology that defines the oscillators’ in-
teractions.

In 2011, Gómez-Gardeñes et al. [14] found that for
sufficiently heterogeneous network topologies (e.g., those
generated with the Barabási-Albert preferential attachment
model [15]) a simple degree-frequency correlation defined by
ωi = ki, where ki =

∑
j Aij is the degree of node i, induces

an explosive phase transition in the order parameter r, defined
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by

reiψ =
1

N

N∑
j=1

eiθj , (2)

as the coupling strength λ is varied. In particular, reiψ rep-
resents the centroid of all oscillators when placed on the
complex unit circle, with r ≈ 0 and r ≈ 1 indicating in-
coherent and synchronized behavior, respectively. Such ex-
plosive synchronization is characterized by the emergence
of a range of coupling strengths where incoherent and syn-
chronized states are both stable, unlike the first-order transi-
tion studied in Ref. [16]. Subsequently, significant attention
has been paid to the further exploration of degree-frequency
correlations [17–20] and in particular explosive synchroniza-
tion [21–32]. While this research has augmented our un-
derstanding of explosive synchronization and its relationship
with dynamical and structural correlations, in each case strong
conditions are necessarily imposed on either the heterogene-
ity of the network, its link weights, or its initial construction
to engineer first-order phase transitions. This raises the fol-
lowing question: How robust is the phenomenon of explosive
synchronization in the view of more realistic dynamical and
structural properties? In this paper we demonstrate that explo-
sive synchronization can be induced in both real and synthetic
networks by the addition of quenched disorder to the oscilla-
tors’ frequencies. In particular, the resulting networks consist
of oscillators whose frequencies are correlated with, but not
precisely determined by, local structural properties; a prop-
erty one might expect to find in many real-world situations.
Therefore, we conclude that, explosive synchronization is not
only robust to, but moreover promoted by, this very natural
mechanism.

The remainder of this paper is organized as follows. In
Sec. II we describe the quenched disorder considered in this
paper and present the resulting dynamics on a real network.
In particular, we consider the dynamics of Eq. (1) on the C.
elegans neural network. In Sec. III we present the derivation
of a self-consistency condition that describes the steady-state
dynamics of large networks. In Sec. IV we present numerical
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FIG. 1. (Color online) C. elegans neural network dynamics: (a)–(c) Forward (red crosses) and backward (blue circles) synchronization profiles
r vs λ for the C. elegans neural network with increasing disorder: ε = 0, 6, and 12. See Appendix A for details of the network.

and analytical results, comparing results from direct simula-
tions of Eq. (1) to the solutions of the derived self-consistency
condition. Finally, in Sec. V we conclude with a discussion of
our results.

II. QUENCHED DISORDER AND DYNAMICS OF A REAL
NETWORK

In this paper we consider the dynamics of Eq. (1) and the
degree of synchronization r defined by Eq. (2) for a partic-
ular choice of frequencies. Specifically, we set each natural
frequency equal to its corresponding nodal degree plus some
randomness, i.e., ωi = ki + ξi. We assume that the random-
ness ξi for each oscillator i is independent from all other os-
cillators and for simplicity assume that it is drawn from the
uniform distribution U(−ε, ε). Thus, the parameter ε ≥ 0
controls the amount of disorder added to the frequencies. We
note that in the limit as ε → 0+ we recover the simple case
ωi = ki studied in Ref. [14].

To illustrate the effect of this choice of frequencies, we
present results from simulating Eq. (1) on the C. elegans neu-
ral network. The C. elegans neural network is a real network
composed of 302 nodes (neurons) with a mildly heteroge-
neous degree distribution that undergoes synchronization dy-
namics [33]. For the details of the dataset, see Appendix A.
For our purposes we interpret each link in the network to be
undirected and unweighted, i.e., the adjacency matrix A is
symmetric and Aij = 1 if a link connects nodes i and j, oth-
erwise Aij = 0.

In Figs. 1(a)–(c) we present the results, plotting the for-
ward (fw) and backward (bw) synchronization profiles r vs
λ for ε = 0 (i.e., no disorder), ε = 6, and ε = 12. Each
profile is obtained by first slowly increasing, then slowly de-
creasing λ. For each value of λ we simulate a long transient
to reach steady state then average r over a significant amount
of time. We note the following interesting behavior. First, in
the absence of disorder (ε = 0) the transition from incoherent
to synchronized dynamics is second-order, i.e., not explosive,
and relatively mild. For ε = 6 the transition becomes much
sharper, however remains second-order. Finally, for ε = 12
the transition to synchronization is explosive as indicated by
the emergence of a thin region of bistability. We emphasize
here that the underlying network is the same in each panel of

Fig. 1. Thus, for a network whose transition to synchroniza-
tion is second-order in the absence of disorder, a sufficient
amount of disorder induces explosive synchronization.

III. SELF-CONSISTENCY ANALYSIS

We now present the derivation of a self-consistency condi-
tion that we will use to obtain analytical results. Following
Ref. [17] we consider the thermodynamic limit of large net-
works N → ∞ whose degrees and frequencies can be de-
scribed by a joint probability distribution P (k, ω). Addition-
ally, we assume that no structural correlations exist in the net-
work. Under these assumptions, we search for synchronized
solutions consisting of a single synchronized cluster traveling
with angular velocity Ω. We note that Ω can be reasonably
approximated by the mean natural frequency

∑
i ωi/N , how-

ever, the following self-consistency analysis defines Ω along
with r. We begin by entering a rotating reference frame by
introducing the change of variables φi = θi−Ωt, which trans-
forms Eq. (1) into

φ̇i = (ωi − Ω) + λ

N∑
j=1

Aij sin(φj − φi). (3)

We next introduce the set of local order parameters defined by

rie
iψi =

N∑
j=1

Aije
iφj , (4)

whose magnitude ri can be interpreted as a measure of syn-
chronization among the network neighbors of node i. We note
that precisely ki terms contribute to ri, and thus ri ∈ [0, ki],
as opposed to the global order parameter r ∈ [0, 1] as defined
in Eq. (2). Importantly, Eq. (4) simplifies Eq. (3) to

φ̇i = (ωi − Ω) + λri sin(ψi − φi), (5)

which can be used to classify the dynamics of each oscillator
given ri, ψi, ωi, λ, and Ω. If |ωi−Ω| ≤ λri, then φi reaches a
fixed point defined by sin(φi−ψi) = (ωi−Ω)/λri, indicating
that it becomes phase-locked. Otherwise, φi never reaches a
fixed point, indicating that oscillator i drifts for all time.

To classify the degree of synchronization we now inspect
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the local order parameters. In principle, the contribution to
each local order parameter can be divided into that from the
phase-locked and drifting oscillators, i.e., ri = rlocki + rdrifti ,
however for simplicity we neglect the drifting contribution
and consider only the contribution of locked oscillators sat-
isfying |ωi − Ω| ≤ λri. In Appendix B we present a deriva-
tion for the contribution of the drifting oscillators, but note
here that we find this contrition is second-order in comparison
to that of the locked oscillators. Thus, we approximate each
local order parameters as

ri =
∑

|ωj−Ω|≤λrj

Aije
i(φj−ψi), (6)

noting that we sum only over neighbors that satisfy the phase-
locking criteria.

Next we make two additional simplifying approximations
regarding the local order parameters. First, we assume that
all the local average phases are approximately equal, i.e.,
ψi ≈ ψj for all (i, j) pairs. This is a reasonable assump-
tion given that a single synchronized cluster exists, as is typi-
cally the case for networks without strong modular structure.
Second, recalling that exactly ki terms contribute to ri, we
propose that each ri is approximately proportional to ki, i.e.,
there exists some r̃ such that ri ≈ r̃ki for all i. Both assump-
tions have been used and numerically validate in previous syn-
chronization studies [17, 34, 35] and are predicted to be most
accurate for networks with relatively large mean degree, such
that fluctuations in the local averages sufficiently diminish. It
can also be shown that the constant r̃ is a good approximation
for the global degree of synchronization r, and thus we ap-
proximate r ≈ r̃. In Appendix C we present some numerical
experiments validating these important approximations.

Taking into account these approximations, we expand the
exponential in Eq. (6) into cosine and sine and use that at
steady-state phase-locked oscillators satisfy sin(φi − ψi) =
(ωi − Ω)/λri to obtain

rki =
∑

|ωj−Ω|≤λrkj

Aij

√1−
(
ωj − Ω

λrkj

)2

+ i
ωj − Ω

λrkj

 .
(7)

Summing Eq. (7) over i, dividing by N , and separating into
real and imaginary parts, we finally arrive, after some rear-
ranging, at

r =
〈k〉−1

N

∑
|ωj−Ω|≤λrkj

kj

√
1−

(
ωj − Ω

λrkj

)2

, (8)

Ω =

∑
|ωj−Ω|≤λrkj ωj∑
|ωj−Ω|≤λrkj 1

. (9)

In principle, given a sequence of degree-frequency pairs
{(ki, ωi)}Ni=1, Eqs. (8) and (9) can be solved self-consistently
for r and Ω. However, to obtain results for entire ensembles
of networks described by a general join distribution P (k, ω),
we note that in the large N limit Eqs. (8) and (9) can be trans-

formed into the integrals

r = 〈k〉−1

∫∫
|ω−Ω|≤λrk

P (k, ω)k

√
1−

(
ω − Ω

λrk

)2

dωdk,

(10)

Ω =

∫∫
|ω−Ω|≤λrk P (k, ω)ωdωdk∫∫
|ω−Ω|≤λrk P (k, ω)dωdk

. (11)

Before proceeding, we make a few important remarks.
First, Eqs. (10) and (11) give a self-consistency condition for
the steady-state order parameter r and the angular velocity of
the synchronized population Ω. In principle, only the joint
distribution P (k, ω) is needed to solve the self-consistency
condition, so a given solution is valid for the entire family of
networks represented by P (k, ω). Second, we find that the
solutions of Eqs. (10) and (11) match up well with the so-
lutions of the analogous sums in Eqs. (8) and (9) for finite
sequences of degree-frequency pairs {(ki, ωi)}Ni=1. We illus-
trate this with some numerical investigations in Appendix C.
Finally, in cases where frequencies are defined precisely by
their degree, i.e., ωi = ω(ki), the joint distribution P (k, ω) is
defined in terms of delta functions and the double integrals in
Eqs. (10) and (11) reduce to single integrals.

IV. RESULTS

We next present numerical and analytical results for two
classes of synthetic networks, comparing simulations of
Eq. (1) to solutions of the self-consistency condition given
by Eqs. (10) and (11). Additionally, we utilize the self-
consistency condition to calculate the phase diagram for both
classes of networks. In particular, we consider (i) stretched
exponential (SE) and (ii) scale-free (SF) networks whose de-
gree distributions are given by P (k) ∝ kβ−1 exp[−(k/µ)β ]
and P (k) ∝ k−γ , respectively. In both cases we choose
parameters such that the degree distributions are mildly het-
erogeneous, falling between very heterogeneous SF networks
with γ < 3 [36] and very homogeneous Erdős-Rényi net-
works [37].

A. Stretched exponential networks

First we focus on SE networks, characterized by degree
distribution P (k) ∝ kβ−1 exp[−(k/µ)β ]. We note that the
choice β = 1 yields the typical exponential distribution, while
β < 1 and β > 1 stretches and compresses the distribution,
respectively. Here we choose β = 0.7 and µ = 5, and impose
a minimum degree of k0 = 10. In Figs. 2(a) and 2(b) we plot
the forward and backward synchronization profiles from di-
rect simulation of Eq. (1) for ε = 0 and 15 on a network of size
N = 1000 constructed using the configuration model [38].
We note that, similar to the C. elegans network, in the absence
of disorder the transition from incoherence to synchronization
is second-order, but with enough disorder the transition be-
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FIG. 2. (Color online) SE networks: (a)–(b) Forward (fw) and back-
ward (bw) synchronization profiles r vs λ from direct simulation of
a SE network of size N = 1000 for ε = 0 and 15. (c)–(d) Syn-
chronization profiles r vs λ given by solution curves of Eqs. (10) and
(11) for ε = 0 and 15. Other parameters are µ = 5, β = 0.7, and
k0 = 10.

comes explosive with a clear bistable regime emerging.
To complement these simulations, in Fig. 2(c) and 2(d)

we plot solution curves of the self-consistency condition in
Eqs. (10) and (11) for the same ε values, calculated numeri-
cally. We deduce the stability of each branch using the topol-
ogy of the curves, plotting stable and unstable branches in
solid blue and dashed red, respectively. Results are plot-
ted with the same horizontal axis range and stacked verti-
cally with corresponding ε values of the simulation results in
Figs. 2(a) and 2(b) for easy comparison. We note first that the
self-consistency condition correctly predicts a second-order
transition for no disorder (ε = 0) and a first-order transition
for ε = 15 via the formation of a bistable region. Additionally,
while the critical coupling values indicating transition points
predicted by the self-consistency condition come slightly ear-
lier than those observed in the simulations, they provide a
reasonable prediction nonetheless. This offset is most likely
due to the average phases ψi being approximately equal rather
than precisely equal, as assumed in the derivation of Eqs. (10)
and (11).

Equations (10) and (11) also allow us to compute the phase
space for networks with a prescribed degree-frequency distri-
bution by calculating, as a function of the disorder intensity ε,
the critical points λ1 and λ2 corresponding to the birth of the
synchronized branch and the collision point of the synchro-
nized and incoherent branches. In particular, second-order
phase transitions are characterized by λ1 = λ2 separating the
incoherent and synchronized regions, while explosive phase
transitions are characterized by λ1 < λ2, yielding a bistable
region in between the incoherent and synchronized regions.
In Fig. 3(a) we plot the phase space for SE networks with
β = 0.7, µ = 5, and k0 = 10. In Fig. 3(b) we also plot the
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FIG. 3. (Color online) Phase space of SE networks: (a) Phase space
with critical coupling strengths λ1 and λ2 separating incoherent, syn-
chronized, and bistable regions and (b) the bistability width λ2 − λ1

versus ε computed from Eqs. (10) and (11). Other parameters are
µ = 5, β = 0.7, and k0 = 10.

bistability width λ2 − λ1 as a function of ε. Here we see that
for small disorder values ε the transition from incoherent to
synchronized regions is second-order with λ1 = λ2 until at
εc ≈ 10.65 (denoted with a vertical dashed line), a bistable
region is born with λ1 < λ2.

B. Scale-free networks

Next we consider SF networks, characterized by the degree
distribution P (k) ∝ k−γ . In Ref. [14] Gómez-Gardeñes et al.
showed that for sufficiently small γ (e.g., γ ≤ 3) the corre-
lation ωi = ki (i.e., no disorder added to the frequencies) is
sufficient to induce explosive synchronization. However, for
less heterogeneous networks, i.e., γ > 3, explosive synchro-
nization is lost for the assignment ωi = ki. Thus, we consider
here the latter case of more mildly heterogeneous SF networks
with γ > 3 with quenched disorder added to the frequencies.
Specifically, we choose γ = 3.5 and impose a minimum de-
gree of k0 = 10.

In Figs. 4(a) and 4(b) we plot the forward and backward
synchronization profiles from direct simulation of Eq. (1) for
ε = 0 and 15 on a network of size N = 1000 constructed
using the configuration model [38]. We note that, similar to
the C. elegans network and the SE network, in the absence
of disorder the transition from incoherence to synchronization
is second-order, but with enough disorder the transition be-
comes explosive with a clear bistable regime emerging. We
complement these by plotting in Fig. 4(c) and 4(d) the solu-
tion curves of the self-consistency condition in Eqs. (10) and
(11) for the same ε values, calculated numerically. Again we
deduce the stability of each branch using the topology of the
curves, plotting stable and unstable branches in solid blue and
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FIG. 4. (Color online) SF networks: (a)–(b) Forward (fw) and back-
ward (bw) synchronization profiles r vs λ from direct simulation of
a SF network of size N = 1000 for ε = 0 and 20. (c)–(d) Synchro-
nization profiles r vs λ given by solution curves of Eqs. (10) and (11)
for ε = 0 and 20. Other parameters are γ = 3.5 and k0 = 10.

dashed red, respectively, and results are plotted with the same
horizontal axis range and stacked vertically with correspond-
ing ε values of the simulation results in Figs. 4(a) and 4(b)
for easy comparison. We note first that the self-consistency
condition correctly predicts a second-order transition for no
disorder (ε = 0) and a first-order transition for ε = 15 via the
formation of a bistable region. Again, they provide a reason-
able prediction for the critical coupling values of the transi-
tions.

Finally, we use Eqs. (10) and (11) to compute the phase
space and bistability width of SF networks. In Fig. 5(a) we
plot the phase space for SF networks with γ = 3.5 and
k0 = 10, and in Fig. 5(b) we plot the bistability width λ2−λ1

as a function of ε. We find that the results are qualitatively
similar to those of SE networks. Namely, for small disor-
der values ε the transition from incoherent to synchronized
regions is second-order with λ1 = λ2 until at εc ≈ 6.65 (de-
noted with a vertical dashed line), a bistable region is born
with λ1 < λ2.

V. DISCUSSION

In this paper we have studied explosive synchronization in
networks with degree-frequency correlations. Many recent
studies have investigated explosive synchronization, however
in each case strong conditions are imposed on the network
to engineer first-order phase transitions, for instance strong
structural heterogeneity. Here we have focused on mildly het-
erogeneous networks and shown that, with the addition of
quenched disorder to the oscillators’ frequencies, explosive
synchronization can be induced in networks that do not dis-
play explosive synchronization in the absence of quenched
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FIG. 5. (Color online) Phase space of SF networks: (a) Phase space
with critical coupling strengths λ1 and λ2 separating incoherent, syn-
chronized, and bistable regions and (b) the bistability width λ2 − λ1

versus ε computed from Eqs. (10) and (11). Other parameters are
γ = 3.5 and k0 = 10.

disorder. We have used numerical and analytical tools to study
this phenomenon on the real C. elegans neural network as well
as two classes of synthetic networks: stretched exponential
and scale-free networks.

With the addition of quenched disorder, the oscillators’ fre-
quencies in the resulting network are not precisely determined
by, but rather correlated with, local structural properties. This
is a property one might expect to find in many real-world net-
works. Importantly, our results show that the phenomenon of
explosive synchronization is not only robust to, but addition-
ally promoted by, this natural mechanism. We emphasize here
that the quenched disorder we consider is distinct from tem-
poral fluctuations, and thus these results should be viewed as
complimentary to, rather than an extension of, other studies
of stochastic resonance [39–41] and noise-induced phenom-
ena [42].
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Appendix A: C. elegans neural network dataset

The nematode Caenorhabditis Elegans is an example of
an organism where experimental research has allowed us to
gain insight and understand the mechanisms underlying a
whole animal’s behavior at both the molecular and cellular
levels [43, 44]. It has been extensively studied to under-
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FIG. 6. C. elegans layout of sensorial (S), motor (M) and non-
pharyngeal neuronal cells, and its connectivity. Neurons in the same
ganglia are given the same vertical offset for clarity: G1) anterior
ganglion, G2) dorsal ganglion, G3) lateral ganglion, G4) ventral gan-
glion, G5) retrovesicular ganglion, G6) posterolateral ganglion, G7)
ventral cord neuron group, G8) pre-anal ganglion, G9) dorsorectal
ganglion, G10) lumbar ganglion. The bottom ruler shows the lon-
gitudinal assigned coordinates, with values 0.0 and 1.0 for the head
and tail of the worm respectively.

stand particular biological phenomena, with the expectation
that discoveries made in this organism will provide insight
into the workings of other organisms, and thus can be con-
sidered a model organism.

The structural anatomy of C. elegans is basically that of a
cylinder around 1 millimeter in length and 0.1 millimeter in
diameter. In the following, we will use the common hypoth-
esis of study of this animal as a one dimensional entity. We
are interested in its neuronal system, in particular the position
along the body of the different neurons and their interconnec-
tions. The current work uses the public data found in [45].
The construction of this data set started with the work by Al-
bertson et al., and White et al. [46, 47], and has been con-
tributed by many authors since then, in the multimedia project
Wormatlas [45]. The particular wiring diagram we use was
revised and completed by Chen et al. [33] using other valu-
able sources [48, 49]. The wiring information we have used
is structured in four parts: connectivity data between neurons,
neuron description, neuron connections to sensory organs and
body muscles, and neuronal lineage. The architecture of the
nervous system of C. elegans shows a bilaterally symmetric
body plan. With a few exceptions, neurons in C. elegans have
a simple uni- or bipolar morphology that is typical for inverte-
brates. Synapses between neurons are usually formed en pas-
sant and each cell has multiple presynaptic regions dispersed
along the length of the axon.

The neuronal network connectivity of the C. elegans can
be represented as a weighted adjacency matrix of 279 non-
pharyngeal neurons, out of a total of 302 neurons (pharyngeal
neurons are not considered in this work because they are not
reported in the above mentioned database). The abstraction
at this point consists in to assume that the nervous system of

the C. elegans can be modeled as a network, where nodes rep-
resent the center of the cell bodies, and the links represent
synapses, see Fig. 6. The order and nomenclature of the neu-
rons in the matrix follows that of [49], for a detailed biolog-
ical record of the dataset see [45]. The position of neurons
has been defined in the data set as follows: i) neuron location
is considered at the center of the cell body projected onto the
anterior–posterior axis of the worm, ii) a neuron is assumed
to make a single connection to a given sensory organ, iii) the
position of each muscle is defined as the midpoint between an-
terior and posterior extremities of the sarcomere region, and
iv) there is a lack of data specifying the location of individual
synapses in the worm.

Appendix B: Contribution of drifting oscillators

Here we extend the theory outlined in Sec. III and specifi-
cally consider the contribution of the drifting oscillators to the
local order parameters. Recall that in neglecting the drifting
oscillators, we considered only those that satisfied the phase-
locking criteria |ωi − Ω| ≤ λri. Here we consider also oscil-
lators that satisfy |ωi − Ω| > λri so that no fixed point exists
for Eq. (5). It is important to note that the contribution of
the drifting population can be in principle non-zero since each
oscillator φi spends more (less) time near the minimum (max-
imum) of |φ̇i|. We begin by introducing the density function
ρ(φ;ωi, ri) representing the probability of finding φi at φ is
given by

ρ(φ, ωi, ri) =

√
(ωi − Ω)2 − λ2r2

i

2π(ωi − Ω− λri sinφ)
. (B1)

Here we have assumed ψi = 0, which can be done without
loss of generality by imposing a suitable rotation in initial con-
ditions.

Following our analysis in the main text and taking into ac-
count the main approximation, most notably that (i) each local
order parameter is proportional to its degree, i.e., ri = rki,
and that (ii) each average phase is approximately equal, i.e.,
ψi = ψj for all (i, j) pairs, we arrive at

rki =
∑

|ωj−Ω|≤λrkj

Aij

√1−
(
ωj − Ω

λrkj

)2

+ i
ωj − Ω

λrkj


+

∑
|ωj−Ω|>λrkj

Aij

∫ 2π

0

eiφρ(φ;ωj , rkj)dφ, (B2)

which is the same as Eq. (7) of the main text plus the ad-
dition of the final term describing the drifting contributions.
Summing over i, dividing by N and rearranging yields the
following complicated set of equations.
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r =
〈k〉−1

N

∑
|ωj−Ω|≤λrkj

kj

√
1−

(
ωj − Ω

λrkj

)2

+
〈k〉−1

N

∑
|ωj−Ω|>λrkj

kj

∫ 2π

0

cosφρ(φ;ωj , rkj)dφ, (B3)

Ω =

∑
|ωj−Ω|≤λrkj ωj + λr

∑
|ωj−Ω|>λrkj kj

∫ 2π

0
sinφρ(φ;ωj , rkj)dφ∑

|ωj−Ω|≤λrkj 1
. (B4)

Equations (B3) and (B4) are the analogous forms of Eqs. (8)
and (9) in the text, and again represent a simple extension ac-
counting for the drift oscillators. We note, however, that due

to the dependence of ρ on Ω, Eq. (B4) defines Ω implicitly.
Finally, the integral versions of Eqs. (B3) and (B4) are given
by

r = 〈k〉−1

∫∫
|ω−Ω|≤λrk

P (k, ω)k

√
1−

(
ω − Ω

λrk

)2

dωdk + 〈k〉−1

∫∫
|ω−Ω|>λrk

P (k, ω)k

[∫ 2π

0

cosφρ(φ;ω, rk)dφ

]
dωdk,

(B5)

Ω =

∫∫
|ω−Ω|≤λrk P (k, ω)ωdωdk + λr

∫∫
|ω−Ω|>λrk P (k, ω)k

[∫ 2π

0
sinφρ(φ;ω, rk)dφ

]
dωdk∫∫

|ω−Ω|≤λrk P (k, ω)dωdk
. (B6)

Equations (B5) and (B6) are those analogous to Eqs. (10) and
(11) in the main text, taking into account the contribution of
drifting oscillators. We note, however, that numerical inves-
tigation suggest that the drifting contributions accounted for
in Eqs. (B5) and (B6) are second-order in comparison to the
locked contribution. Thus, for the sake of simplicity all the-
oretical curves presented in this paper are calculated using
Eqs. (10) and (11) in the main text.

Appendix C: Numerical investigations

We now present some numerical investigations supporting
some approximations and remarks made in Section III. First,
we investigate the main approximations made in deriving the
self-consistency condition. Second, we compare the integral
and sum versions of the self-consistency condition.

Validation of approximations

Here we present some numerical experiments supporting
the validity of approximations made int he theoretical deriva-
tion of Eqs. (10) and (11) as well ass Eqs. (B5) and (B6).
In particular, we address the following two major approxima-
tions regarding the local order parameters:

(i) that each local order parameter is approximately propor-
tional to its corresponding nodal degree, i.e., ri ≈ rki
given r ∈ [0, 1], and

(ii) that each average phase ψi is approximately equal, i.e.,
ψi ≈ ψj for all (i, j) pairs.

We validate these approximations by performing direct sim-
ulations for a SE network of size N = 1000 with µ = 5,
β = 0.7, and k0 = 10 (the same parameter choices used in the
main text), and setting λ = 1.5 and ε = 15 and extracting each
ri and ψi. In Fig. 7 (a) we plot each local order parameter ri
vs ki (blue circles) compared to the approximation rki, where
r is the global Kuramoto order parameter calculated from the
simulation (in this simulation we found r = 0.697). We note
an excellent agreement between the local order parameters
extracted from the simulation and the approximation. Next,
we calculate the probability distribution of average phases ψ
(shifted to set the mean phase to zero) and plot the results in
panel (b). We note that the phases are all tightly packed near
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FIG. 7. (Color online) Numerical verification of approximations: (a)
Local order parameters ri vs ki compared to the approximation rki.
(b) Distribution of average phases ψi. The network is SE of size
N = 1000 with µ = 5, β = 0.7, and k0 = 10. Other parameters
are λ = 1.5 and ε = 15.
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FIG. 8. (Color online) Integrals vs. sums: (a)–(b) Comparison of the
solution of the integral (solid blue) and sum (dashed red) self con-
sistency conditions [Eqs. (10) and (11) vs. Eqs. (8) and (9)] for SE
networks with ε = 0 and 15. The summation solutions are calcu-
lated from a degree-frequency sequence {(ki, ωi)}Ni=1 for a network
of size N = 1000. Other parameters are µ = 5, β = 0.7, and
k0 = 10.

the mean of zero, and calculate the standard deviation in the

phases to be 0.1823.

Integrals vs. sums

Next we compare the results from using the integral and
sum versions of the self-consistency condition, i.e., solving
Eqs. (10) and (11) vs. solving Eqs. (8) and (9). We consider
SE networks and compare the solutions of Eqs. (10) and (11),
which we already computed and used in Figs. 2(c) and 2(d),
to solutions of Eqs. (8) and (9) computed by extracting the
degree-frequency sequence {(ki, ωi)}Ni=1 from the simulation
presented in Fig. 2(a) and 2(b). Parameters are N = 1000,
µ = 5, β = 0.7, k0 = 10, and ε = 0 and 15. In Fig. 8(a)
and 8(b) we plot the resulting curves from solving the integral
equations (solid blue) to the summation equations (dashed
red) for ε = 0 and 15, respectively. We note that the solution
curves match up closely for both ε = 0 and ε = 15. These re-
sults highlight the utility of the integrals [Eqs. (10) and (11)]
since they require only the joint distribution, as opposed to the
sums [Eqs. (8) and (9)] which require the whole sequence of
degree-frequency pairs.
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