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Abstract

Summary: We define a disease module as a partition of a molecular network whose components are jointly associated with one or several diseases or risk factors thereof. Identification of such modules, across different types of networks, has great potential for elucidating disease mechanisms and establishing new powerful biomarkers. To this end, we launched the 'Disease Module Identification (DMI) DREAM Challenge', a community effort to build and evaluate unsupervised molecular network modularization algorithms. Here, we present MONET, a toolbox providing easy and unified access to the three top-performing methods from the DMI DREAM Challenge for the bioinformatics community.

Availability and implementation: MONET is a command line tool for Linux, based on Docker and Singularity containers; the core algorithms were written in R, Python, Ada and C++. It is freely available for download at https://github.com/BergmannLab/MONET.git.

Contact: mattia.tomasoni@unil.ch or sven.bergmann@unil.ch

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Gene networks, such as protein interaction, signaling, gene co-expression and homology networks, provide scaffolds of linked genes. Subnetworks, or modules, include genes normally acting in concert but whose joint function may be disrupted, if any of its members is missing, or disregulated. For disease modules, this disruption can lead to a disease phenotype. The identification of such modules is therefore useful for elucidating disease mechanisms and establishing new biomarkers and potential therapeutic targets. Yet, which methods work best to extract such modules from different types of networks is not well understood. This prompted us to initiate the Disease Module Identification (DMI) DREAM Challenge (Choobdar et al., 2019), providing an unbiased and critical assessment of 75 contributed module identification methods. Our method evaluation used summary statistics from more than 200 disease relevant genome-wide Association Studies in conjunction with our Pascal tool (Lamparter et al., 2016), avoiding the bias of using annotated molecular pathways.

The top-performing methods implemented novel algorithms that advanced the state-of-the-art, clearly outperforming off-the-shelf tools. We, therefore, decided to make the top three methods available for the bioinformatics community in a single user-friendly package: MONET is a command line tool based on Docker and Singularity virtualization technologies, automatically installing the tool with all its dependencies inside a container, avoiding time-consuming and error-prone manual installations of computing environments and libraries. All computations then take place in this sandbox environment and once the output is ready, all resources can be fully released bringing the user’s machine back to its original state.
2 Methods and implementation

While our challenge was able to establish Kernel Clustering Optimization using the ‘Diffusion State Distance (DSD)’ metric by Cao et al. (2014) (hereafter K1) as the overall winner, there were several strong competitors using entirely different approaches for the network modularization. Importantly, we observed that no single method was superior on all network types and that disease modules identified by different methods were often complementary (Choolidar et al., 2019).

2.1 K1: top method using kernel clustering

K1 is based on the DSD, a novel graph metric which is built on the premise that paths through low-degree nodes are stronger indicators of functional similarity than paths that traverse high-degree nodes by Cao et al. (2014). The DSD metric is used to define a pairwise distance matrix between all nodes, on which a spectral clustering algorithm is applied. In parallel, dense bipartite sub-graphs are identified using standard graph techniques. Finally, results are merged into a single set of non-overlapping clusters.


2.2 M1: top method using modularity optimization

M1 employs an original technique named Multi-resolution introduced by Arenas et al. (2008) to explore all topological scales at which modules may be found. The novelty of this approach relies on the introduction of a parameter, called ‘resistance’, which controls the aversion of nodes to form modules. Modularity (Arenas et al., 2007; Newman and Girvan, 2004) is optimized using an ensemble of algorithms: extremal optimization (Duch and Arenas, 2005), spectral optimization (Newman, 2006), fast algorithm (Newman, 2004), tabu search (Arenas et al., 2008) and fine-tuning by iterative repositioning of individual nodes in adjacent modules.


2.3 R1: top method using random walk

R1 is based on a variant of Markov Cluster Algorithm known as balance. Multi-layer Regularized Markov Cluster Algorithm (bMLRMC) (Sanluri et al., 2010), which scales well to large graphs and minimizes the number of oversized clusters. First, a pre-processing step is applied so that edges with low weights are discarded and all remaining edges are scaled to integer values. Then, bMLRMC is applied iteratively on modules of size greater than a user-defined threshold.


3 Performance

Figure 1 illustrates the performance of the MONET algorithms on simulated graphs with planted community structure, generated using the class of benchmark graphs proposed by Lancichinetti et al. (2008). Modularization performance is measured using Normalized Mutual Information (NMI). Experiments were carried out on regular desktop hardware. In accordance with performance evaluations within the DMI DREAM Challenge, K1, the winner, requires the most computational resources, with a runtime of about one day and the highest memory allocation for processing on the Challenge inputs. M1, the second runner-up, completed the Challenge in a few hours and displayed excellent performance on the simulated benchmark (even superior to K1, especially in case of extremely high fraction of inter-module edges and extremely low memory requirements). R1, the second runner-up, is the only method that requires parameters to be tuned (nine in total); nevertheless, we believe it is an excellent addition to our tool, as it performed close to K1/M1 on the benchmark, it requires only moderate memory and has an extremely low run time (it completed the Challenge in under an hour). Please refer to the Supplementary Information for details about the execution time.

Fig. 1. Comparison of the MONET methods (K1, M1 and R1) against a baseline (Louvain) on simulated graphs with planted community structure. On the left: clustering performance (NMI) as a function of the fraction of inter-module edges (mixing parameter). Right: memory requirements as a function of network size. Each point represents an average of the results obtained performing a grid search over the following parameter space (at least two repetitions for each combination of parameters): number of nodes: 5k, 7k, 8k, 10k; average node degree: 15, 20, 25; exponent of the distribution of community sizes: 1, 2 and exponent of the distribution of node degrees: 2, 3, 4.

4 Installation and usage

MONET is extremely simple to install/uninstall and run. The only requirement is having installed either Docker (Merkel, 2014) or Singularity (Kurtzer et al., 2017). For detailed instructions and information about usage and I/O formats, please refer to the README file on the github repository:

$ git clone https://github.com/BergmannLab/MONET.git
$ cd MONET &&./install.sh
$ monet -help
$ monet -method=M1 -container=docker -input=./input/network.txt -output=./output
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Execution time

We enrich the performance evaluation proposed in our paper with a plot of the execution time, in addition to the memory requirements provided in the main text. This plot was generated on a piece of modest commodity hardware desktop running CentOS 6.5 with 8 GB of RAM, a 5GB SWAP partition and 4 2.6 GHz cores. This was done as a proof of concepts. Performance can be expected to increase on faster hardware.

Similarly to Fig. 1, here we propose a comparison of the MONET methods (K1, M1 and R1) against a baseline (Louvain) on simulated graphs with planted community structure. Here the methods are compared based on execution time (y-axis, expressed in seconds) as a function of network size (x-axis, expressed in number of nodes). Each point represents an average of the results obtained performing a grid search over the following parameter space (at least two repetitions for each combination of parameters): number of nodes: 5k, 7k, 8k, 10k; average node degree: 15, 20, 25; exponent of the distribution of community sizes: 1, 2; exponent of the distribution of node degrees: 2, 3.

The reader might have noticed the bump in M1 performance. This needs explaining: the search of the optimal resolution at which to look for modules is quite computational intensive for large networks, thus M1 implements a simple heuristic formula for networks with more than 5000 nodes, which reproduces the resolutions used in the Disease Module Identification DREAM Challenge without the overload of making the search for the optimal resolution. Once the network has been divided in first-level communities at that resolution, M1 applies a new search for resolution to all communities of size $\geq$ 100 nodes: since these communities are much smaller than 5000 nodes, this is quite efficient. On the contrary, if the initial network is between 4000-5000 nodes, the first finding of the resolution is costly, thus explaining the bump in execution time.
Notes about M1's choice of resolution

The selection of the right resolution for M1 is a difficult task, which requires a full scan of the mesoscale at all scales, from the macroscale (all nodes in one community) to the microscale (every node isolated in its own community), looking for the most stable partitions [Arenas et al. 2008]. A more effective alternative consists in finding a resolution which produces a small set of communities, breaking the network according to these modules, and applying recursively the same method to each of them [Granell et al. 2012], until all communities have sizes below the maximum required, i.e., 100 nodes in the Disease Module Identification DREAM Challenge (https://www.synapse.org/#!Synapse:syn6156761/wiki/400645). In MONET, following the strategy for the DREAM challenge, we have adopted an intermediate approach to try to reduce the computing time:

- When the network is very large (50 times the maximum desired size), it selects the resolution using a simple linear formula, which fits the selected higher level resolutions used in the challenge: resolution = (num_nodes - 50 * max_comm_size) / 100
- For smaller networks, M1 looks for resolutions that have a largest community containing at most between 20% and 50% of the nodes.
- When a community has a size larger than the desired limit, they are recursively divided using the previous criteria.

Apart from being much faster, this methodology also solves the merge and split problem described in [Lancichinetti & Fortunato, 2011].

The optimization of modularity is performed using a combination of complementary methods, namely: extremal optimization [Duch and Arenas, 2005], spectral optimization [Newman, 2006], fast algorithm [Newman, 2004], louver algorithm [Blondel et al., 2008], and fine-tuning by iterative reposition of individual nodes. Each one starts with its standard initialization, and then fast, tabu and reposition are also applied to those partitions to try to improve their values of modularity. The overall partition with highest modularity is finally chosen. The community detection tool in Radatools (http://deim.urv.cat/~sergio.gomez/radatools.php) has been selected to run all these methods.
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Abstract

Community detection methods for complex networks usually ignore the finding of the correct scale of resolution. This is crucial in this Disease Module Identification challenge, since communities must contain no more than 100 genes. Therefore, we have used the Multiresolution technique in (Arenas, Fernández and Gómez, 2008) to choose an appropriate scale for two different methods: modularity optimization in subchallenge 1, and a multiscale Multimap approach (the extension of Infomap to multilayer networks, De Domenico et al., 2015) in subchallenge 2.
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Introduction

In the absence of information on the cluster sizes of the graph, a method should be able to explore all possible topological scales at which clusters may satisfy the definition of module, to make sure that it will eventually identify the right communities (Arenas, Fernández and Gómez, 2008). Multiresolution methods are based on this principle, proposing the screening of the topology at different resolution levels. Moreover, many real graphs display hierarchical cluster structures, with clusters inside other clusters. In these cases, there are more levels of organization of vertices in clusters, and more relevant scales (Granell, Gómez and Arenas, 2012). In principle, algorithms devoted to community detection should be able to identify them. Multiresolution methods can perform this task, as they scan continuously the range of possible cluster scales. The determination of the correct scale of description is reinterpreted as the scale that is more persistent at changes in the resolution parameter. While single-scale methods find a unique partition satisfying the criteria imposed by a quality function or other information maximization techniques, multiresolution based algorithms are able to scrutinize the space of partitions in a deeper way. Eventually, the heterogeneity of the partitions that better classify the data in groups is captured by tuning the topological resolution.

The multiresolution method in (Arenas, Fernández and Gómez, 2008) works by just adding a parameter \( r \), known as resistance, to the community detection algorithms. This resistance controls the aversion of nodes to form communities; the larger the resistance, the smaller the size of the modules. For community detection algorithms based on the optimization of the well-known modularity function (Newman and Girvan, 2004), this resistance takes the form of a self-loop (with a weight equal to \( r \)) which is added to all nodes of the network. In this way, all nodes contribute to the internal strength of their modules with a constant
amount \( r \), which is independent of the rest of the connectivity of the network. In mathematical form, if \( W \) is the matrix formed by the weights \( w_{ij} \) from node \( i \) to node \( j \), the new weights matrix \( W' \) after the addition of the resistance \( r \) is \( W'_{ij} = W_{ij} + rJ \), where \( J \) is the identity matrix. Of course, when the resistance is zero, the standard (and implicit) scale of resolution is recovered (\( W'_0 = W \)).

Although this multiresolution methodology was conceived for community detection algorithms based on the optimization of modularity, it can also be applied to other completely different approaches, for example to those based on flow dynamics or random walks. In these cases, the resistance offers the flow (or random walkers) the possibility of remaining in the node, thus enabling the access to new scales of resolution. One of the algorithms which can take advantage of our multiresolution approach is Infomap (Rosvall and Bergstrom, 2008), which finds communities by looking for minimum description lengths of the paths of random walkers through the network.

Another important aspect for this challenge is the alignment of the networks in subchallenge 2, which can be modeled as layers of a multilayer system (De Domenico et al., 2013). Here we have used the multiscale Multimap approach (the extension of Infomap to multilayer networks, De Domenico et al., 2015) to unravel the mesoscale structure of the overall network. The method encodes the dynamics of random walkers exploring the multilayer network (De Domenico et al., 2014; De Domenico et al., 2016) while minimizing its description length. This algorithm has also been adapted to take advantage of our multiresolution methodology, with the addition of a resistance to all nodes of the multilayer network.

The novelty of the approach is twofold: 1) it relies on the introduction of self-loops that rescale all the topological dimensions involved in the process of capturing the best modular structure of networked data; 2) it makes use of multilayer community detection based on how information flows through the network.

**Methods**

The methodology applied involves the following main steps:

1. Preprocess and filter the input data, and build the networks
2. Find communities at different resolutions, and choose the appropriate one
3. Extract large communities as new networks, and find subcommunities at an appropriate resolution
4. Process and check the final partitions

**1. Preprocess**

The goal here is to build weighted networks for the posterior community detection phase, removing the non-significant edges, and normalizing them when required. Network “3_signal_anonym_directed_v3” in subchallenge 1 and the multilayer network in subchallenge 2 are considered and analyzed as directed networks.

**Subchallenge 1**

The analysis of the input data showed that most of the networks were very dense (average degrees above 100), so a first step was to discard the less significant edges. Thus, we only retained between 10% and 20% of the edges (those with largest weights), with the exception of network “3_signal_anonym_directed_v3” (average degree 4.15), for which all edges were maintained.

**Subchallenge 2**

Since the ranges of variation of the weights in each layer were different, we first ensured each layer was between 0 and 1 (normalizing those which did not fulfill this requirement), and then the overall 15% of the largest weights were used to form the input multilayer network.

**2. Multiresolution community detection**

When you directly apply community detection algorithms to our current networks, without caring about the resolution scale, in most of the cases you obtain between 20 and 40 communities of sizes larger than 100, which include several ones with more than 300 nodes, and even some above 500 nodes. This means that almost half of the nodes belong to modules which would be discarded by the challenge size requirements: “Only modules that contain at least 3 genes and at most 100 genes will be used for the scoring (modules outside this range will simply be ignored)”. As explained above, we have applied our Multiresolution method (Arenas, Fernández and Gómez, 2008) to look for partitions at more appropriate scales of resolution, capable of delivering most communities below the 100 nodes threshold. However, it is not convenient to use too large a resistance to attain this goal. The problem lays in the other extreme of the modules’ sizes: the larger the resistance, the larger the number of nodes in very small communities. As a general rule, small modules are non-important ones, but we want to avoid their proliferation. Therefore, the best solution is to maintain a trade-off between large and small communities, and this can be achieved by maximizing the proportion of nodes inside communities of the desired sizes, i.e. between 3 and 100. Only a few values of the resistance parameter have been checked for each network (between 5 and 10 different values) due to the time cost of each community detection step, but that has been enough to find much better resolutions than the default one (\( r = 0 \)).

**Subchallenge 1**
We have found the partitions of communities by optimizing modularity (Newman and Girvan, 2004). In fact, specific versions of modularity for weighted (Newman, 2004a) and directed (Arenas et al., 2007) networks are needed to avoid losing this valuable information. Our optimization of modularity has involved the use of a “cocktail” of community detection algorithms. The idea is that a combination of several algorithms has less chances to get stacked in a bad partition, and the quality of the final partition is much improved. Specifically, they are:

- Extremal optimization (Duch and Arenas, 2005)
- Spectral optimization (Newman, 2006)
- Fast algorithm (Newman, 2004b)
- Fine-tuning by iterative reposition of individual nodes

Subchallenge 2

The selected community detection algorithm is Multimap (De Domenico et al., 2015), the extension of Infomap (Rosvall and Bergstrom, 2008) to multilayer networks.

3. Analysis of large communities

The partitions obtained with the previous multiresolution analysis may contain several communities with more than 100 nodes. To avoid them being ignored by the scoring process of the challenge, we extracted those communities from the full graph, creating new reduced networks, and applied them a second level of multiresolution analysis. This procedure is similar to the fully hierarchical method in (Granell, Gómez and Arenas, 2012).

Subchallenge 1

In this case, we replaced the Extremal and Spectral methods of the "cocktail" of modularity optimization algorithms with the Tabu search (Arenas, Fernández and Gómez, 2008). The advantage of Tabu search is its capacity to obtain partitions with a much better modularity than the Extremal and Spectral ones. Unfortunately, Tabu is much slower than Extremal and Spectral, thus it was not possible to apply it to the full networks in the previous phase.

Subchallenge 2

No further second level analysis was performed with the multilayer network.

4. Postprocess

Despite the previous phase, some communities with more than 100 nodes still remained, due to either their appearance in the second level of optimization, or because their size was only a small amount above 100. In these cases, a random split in modules of 100 nodes (plus a remainder module) was performed to ensure their consideration in the scoring process. It must be emphasized that the restriction of 100 nodes is rather arbitrary, thus there appear communities which cannot fulfill this requirement in any natural way, tending to survive during the whole analysis. Finally, the first and second level communities were combined to form the definitive partitions, checking their consistency and being formatted in the required way.

Software

The software we have used is the following:

- Radalib (http://deim.urv.cat/~sergio.gomez/radalib.php): This is an “Ada library and tools for the analysis of Complex Networks and more”. It contains, among many others, our programs to perform the Multiresolution community detection by the optimization of modularity. The software is freely available both in this main site and in GitHub (https://github.com/sergio-gomez/Radalib). Executables of the tools for the main platforms are also available in Radatools (http://deim.urv.cat/~sergio.gomez/radatools.php). The tools we have used are the following:
  - Communities_Detection: implements the modularity optimization algorithms (Tabu, Extremal, Spectral, Fast and Reposition), with resistance parameter, and weighted and directed modularity.
  - List_To_Net: converts a list of edges into a network in Pajek format.
  - Network_Properties: calculates many properties of the networks.
  - Extract_Subgraphs: extracts communities from a partition as individual networks.
  - Reformat_Partitions: to write partitions substituting indices of nodes by names.

- Infomap at MapEquation.org (http://www.mapequation.org/): implements Multimap, the extension of Infomap to multilayer networks, as an option within the Infomap program. It is freely available both in this main site and in GitHub (https://github.com/mapequation/infomap).

- A simple python script for the postprocess phase described above.

Implementation details
Here we describe some of the details needed to reproduce our results as submitted to this challenge. Of course, the stochastic nature of the optimization algorithms means that new executions could lead to slightly different results, but they serve as a guide.

Subchallenge 1

In the next table we summarize the main information corresponding to the analysis of the networks. During the preprocess phase, all edges with a weight below the pruning threshold are discarded. The multiresolution community detection makes use of an ersrfr optimization (e: extremal; s: spectral; r: reposition; f: fast), with the finally selected resistances shown in the Table. Then, the indicated number of largest communities are extracted as new networks for the 2nd level multiresolution community detection, a trfr optimization scheme is applied (t: tabu), and the corresponding selected resistances are shown in the last column (sorted by decreasing number of nodes). Note that some of the resistance values are negative, in order to increase the size of the new modules with respect to the ones at default (\( r = 0 \)) resolution.

<table>
<thead>
<tr>
<th>Network</th>
<th>Pruning threshold</th>
<th>1st level resistance</th>
<th>Number of 2nd level networks</th>
<th>2nd level resistances</th>
</tr>
</thead>
<tbody>
<tr>
<td>1_ppi_anonym_v2</td>
<td>0.60</td>
<td>200.0</td>
<td>11</td>
<td>70, 25, 40, 10, 0, 10, 5, -5, -5, -5</td>
</tr>
<tr>
<td>2_ppi_anonym_v2</td>
<td>0.60</td>
<td>400.0</td>
<td>3</td>
<td>0, -10, 0</td>
</tr>
<tr>
<td>3_signal anonymity_directed_v3</td>
<td>0.00</td>
<td>100.0</td>
<td>2</td>
<td>-10, -10</td>
</tr>
<tr>
<td>4_coexpr_anonym_v2</td>
<td>0.30</td>
<td>80.0</td>
<td>8</td>
<td>0, 0, -2, 0, 0, 0, 0, 0</td>
</tr>
<tr>
<td>5_cancer_anonym_v2</td>
<td>0.45</td>
<td>100.0</td>
<td>3</td>
<td>50, 10, 10</td>
</tr>
<tr>
<td>6_homology_anonym_v2</td>
<td>15.00</td>
<td>10000.0</td>
<td>3</td>
<td>500, 750, -5</td>
</tr>
</tbody>
</table>

Subchallenge 2

In this case, after the preprocessing step explained above which prunes 85% of the edges, the multilayer Infomap is run with the parameters in the next Table (the others being the default ones). Several values of the resistance parameter (self-loops) are tried until an appropriate scale is obtained, at \( r = 2.0 \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employ multiplex random walkers</td>
<td>-i multiplex</td>
</tr>
<tr>
<td>The network is directed</td>
<td>--directed</td>
</tr>
<tr>
<td>Number of independent tries</td>
<td>--N 20</td>
</tr>
<tr>
<td>Output the cluster file</td>
<td>--clu</td>
</tr>
<tr>
<td>Use specific value of the relax rate</td>
<td>--multiplex-relax-rate 0.15</td>
</tr>
<tr>
<td>Optimization method</td>
<td>--2 --two-level</td>
</tr>
<tr>
<td>Obtain communities of physical nodes (not of state nodes)</td>
<td>--hard-partitions</td>
</tr>
</tbody>
</table>

Conclusions

We have developed a strategy for disease module identification which, using different algorithms for community detection, shows the importance of adjusting the resolution of the study. Multiresolution analysis should always be a central part whenever you are interested in the mesoscale of a system, since many methods define (usually in an implicit form) a certain scale, which could be inappropriate for your needs. We have also shown how this multiresolution can be incorporated in two general classes of community detection algorithms: modularity optimization for single layer networks, and random walk flows in multilayer networks. Other multiresolution approaches exist in the literature, but the important message here is that the users must be aware of their central role, and use this knowledge to improve the outcome in all their practical applications.

Finally, it must be stated that we did not participate in the previous rounds of the challenge (we were invited to participate too late), which would have been an important source of information to improve our set-up and to automate the different phases of the whole process.
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Abstract
We use the “Diffusion State Distance” spectral graph metric of Cowen and Hescott et al. to define a matrix of pairwise dissimilarities between all nodes of the network. We then run an off-the-shelf spectral clustering algorithm on the matrix of these distances, using the training rounds to set the target number of clusters the spectral clustering should return. In half the networks for subchallenge 1, we also found a few additional clusters by looking for dense bipartite subgraph structure.

Introduction
The heart of our method is the “Diffusion State Distance” metric defined in Cao et al. in 2013 and generalized to deal with confidence weights on the edges in 2014.

Our general strategy was as follows: 1) Compute the DSD matrix 2) Use this as input to a generic clustering method (in the case of our final submission, spectral clustering).

For networks 2, 3, and 5, we also constructed several additional clusters using an entirely different method: this was a search for dense bipartite subgraphs. Dense bipartite subgraphs were found to be signatures of possible instances of the “Between Pathway Model” type of functional modules in networks whose edges indicated negative genetic interactions. We thought that might be the case for network 2. We searched for these dense bipartite subgraphs on networks 3 and 5 as well, without real theoretical justification, but it appeared to help results in the training rounds on these networks as well. The method we used to search for these is essentially the algorithm in: the implementation we used was the Genecentric software package with the network passed to the algorithm with all edge weights set to -1. We explain how we merged these clusters with the spectral clusters below.

Some Intuition about DSD

PPI networks are known to be “small world” networks in the sense that they are small-diameter, and most nodes are close to all other nodes. Thus any method that infers similarity based on proximity will find that a large fraction of the network is proximate to any typical node. In fact, this issue has already been termed the "ties in proximity" problem in the computational biology literature.

Cowen and Hescott et al. argued that the typical shortest-path measure of proximity missed a lot of informative structure that was encoded in the network: not all short paths gave equal indications of similarity; paths through low-degree nodes were stronger indications of functional similarity than paths that went through high-degree nodes, or hubs. For intuition, we could take an analogy with social networks. If two people who do not know each other, have several Facebook mutual "friends" each with a low to moderate number of total number of friends themselves, the claim is that this is a stronger vote that they might have something in common than if they are both Facebook "friends" with a "famous" node with millions of friends such as Oprah Winfrey. Because everyone is Facebook friends with Oprah, a length-two path through Oprah is a much weaker indication of similarity than a length-two path through a low-degree node would be. Going back to biological networks, we find a similar phenomenon, where hub nodes tend to be involved in the general machinery of the cell, interacting with many proteins that are not functionally related. Proteins that are both connected to such a high-degree hub are less likely to have similar function, than proteins that both interact with a protein of much lower degree.
In order to come up with a more fine-grained measure of similarity that downweights hubs, in [1] we defined a new spectral graph metric called Diffusion State Distance, or DSD. Consider the undirected graph \( G(V, E) \) on the vertex set \( V = \{ v_1, v_2, \ldots, v_n \} \) and \( |V| = n \). Define \( HE^{(k)}(A, B) \) as the expected number of times that a simple symmetric random walk starting at node \( A \), and proceeding for \( k \) steps, will visit node \( B \). In what follows, assume \( k \) is fixed, and when there is no ambiguity in the value of \( k \), we will denote \( HE^{(k)}(A, B) \) by \( HE(A, B) \). Notice that \( HE(A, B) \) begins to get at the notion of the relative importance of paths through low-degree rather than high-degree nodes; if \( A \) and \( B \) are connected through a low-degree neighbor, the random walk starting at \( A \) is likely to reach \( B \); if however, a neighbor that connects them is of very high degree, the walk through that neighbor is likely to diffuse away and reaches \( B \) with much lower probability. However, we are not done, because \( HE(A, B) \) is not a metric; in particular, it is not even symmetric (for example, if \( A \) is at the center of a star graph with many petals, and \( B \) is at one of the petals, a walk started at \( B \) will always reach \( A \), whereas a walk started at \( A \) is unlikely to reach \( B \)).

Thus we further define a \( n \)-dimensional vector \( HE(v_i), \forall v_i \in V \), where

\[
HE(v_i) = \{ HE(v_1), HE(v_2), \ldots, HE(v_n) \}.
\]

This vector can be thought of as the global view of the \( HE(A, B) \) measure from each vertex to all the other vertices of the network.

Then, the Diffusion State Distance (DSD) between two vertices \( u \) and \( v \), \( \forall u, v \in V \) is defined as:

\[
DSD(u, v) = ||HE(u) - HE(v)||_1,
\]

where \( ||HE(u) - HE(v)||_1 \) denotes the \( L_1 \) norm of the \( HE \)-vectors of \( u \) and \( v \).

[1] showed for any fixed \( k \), that DSD is a metric, namely that it is symmetric, positive definite, and non-zero whenever \( u \neq v \), and it obeys the triangle inequality. Thus, one can use DSD to reason about distances in a network in a sound manner. Further, when the network is ergodic, DSD converges as the \( k \) in \( HE^{(k)}(A, B) \) goes to infinity, allowing us to define DSD independent from the value \( k \), and to compute the converged DSD matrix tractably, with an eigenvalue computation.

Some Intuition about Genecentric

A maximal bipartite subgraph of \( G(L) \) is a partition of the vertex set of \( G(L) \) into two disjoint subsets of vertices \( A \) and \( B \) as follows. Let \( |C| \) denote the number of edges with one endpoint in \( A \) and one endpoint in \( B \). Now, for any vertex \( v \in A \), define \( A' \) to be \( A - v \) and \( B' \) to be \( B \cup v \). Then \((A, B) \) is maximal in \( G(L) \) implies that the number of edges of \( G(L) \) that have one endpoint in \( A \) and one endpoint in \( B \) is at most \(|C|\). And similarly for \( v \in B \). In other words, moving a single vertex from \( A \) to \( B \) or vice versa cannot increase the number of edges that go across from \( A \) to \( B \).

The randomized algorithm of Brady et al [3] searches for stable-bipartite subgraphs. These are bipartite subgraphs that appear in a large proportion of the maximal bipartite subgraphs of \( G \). They tend to be small, dense bipartite subgraphs. When the Genecentric software package [4] is passed a network where edges are assigned constant negative edge weight, it implements precisely the algorithm of Brady et al [3].

Dense bipartite substructure is likely to have meaning in genetic interaction networks, because it is likely to represent redundant functional pathways [3,4]. We also find such structure in networks 3 and 5, where it might also have functional meaning.

Methods

Computing the DSD Matrix

The DSD matrix can be computed for any weighted network using the “cDSD” method from software available at: http://dsd.cs.tufts.edu/capdsd (http://dsd.cs.tufts.edu/capdsd).

Converged cDSD can be computed in time proportional to inverting a matrix; it is completely feasible to compute it directly on networks of the size of this DREAM challenge, even on ordinary desktop computers. Furthermore, it only has to be done once, for each of the six networks. However, because we were running on ordinary desktop computers, we decided to instead produce very close approximations for the cDSD matrix instead of computing it exactly in one of two ways. 1) Either running cDSD with a 7-step random walk only (i.e. setting \( k = 7 \) instead of \( k = \infty \); note that when \( k \) is set greater than the diameter of the network, cDSD converges very quickly, so \( k = 7 \) presents a good approximation on the DREAM challenge networks) or 2) a new method to apply algebraic multigrid (AMG) methods to speed up the computation of the discrete Green’s function. We describe 2) in more detail in the next section.

For Subchallenge 1, we used the AMG methods to produce the approximate cDSD distance matrices for networks 1, 2, 4, 5, and 6. For network 3 (the directed signaling network), we wanted to keep the edge directions for subchallenge 1. However, the edge directions could have caused the network to be (weakly) disconnected, which would result in some nodes having infinite cDSD distance. So, we kept the directions of the original edges and added low-weight backedges, having \( \frac{1}{27} \) of the minimum edge weight in the network, to prevent the network from being disconnected. We then ran the original version of cDSD, with a random walk of length 7, on the resulting largest connected component.

On subchallenge 2, we could have used the faster AMG methods on our combined networks (see below) as well, but we ended up using the original version of cDSD with a random walk of length 7 instead, because it was easier than coordinating between different members of the team.
AMG Methods: Overview

Consider a connected graph \( G = (V,E) \). The Diffusion State Distance (DSD) between two nodes \( u \) and \( v \) can also be written as:

\[
\text{DSD}(u,v) = \| \mathbf{b}_u - \mathbf{b}_v \| \left( I - \mathbf{P} + \mathbf{W} \right)^{-1}
\]

where \( I \) is the identity matrix, \( \mathbf{P} \) is the transition matrix, and \( \mathbf{W} \) is a matrix whose each row is equal to the transpose of the steady state distribution \( \pi \), i.e., \( \mathbf{W} = \pi \mathbf{x}^T \), where \( \mathbf{x} \) is the constant vector of all ones. Since we need to compute the distances between all pairs of nodes, the most time expensive part is computing the matrix inverse in the equation above, which is the discrete Green’s function of the graph \( G \), i.e.,

\[
\mathcal{G} = \left( I - \mathbf{P} + \mathbf{W} \right)^{-1}.
\]

Our efficient algorithm for computing the discrete Green's function is based on the nearly-optimal solver for the graph Laplacian. To use this, we need to rewrite the discrete Green's function a little bit. Let \( \mathbf{A} \) be the adjacency matrix and \( \mathbf{D} \) be the diagonal degree matrix. The graph Laplacian is defined as \( \mathbf{L} = \mathbf{D} - \mathbf{A} \) and the normalized graph Laplacian can be obtained as \( \mathbf{N} = \mathbf{D}^{-1/2} \mathbf{L} \mathbf{D}^{-1/2} \). It is well-known that the eigenvector corresponding to the the zero eigenvalue of \( \mathbf{N} \) is given by \( \mathbf{d} = \frac{1}{\sqrt{\mathcal{N}}} \mathbf{D}^{-1/2} \mathbf{e} \). Using those definition and some algebraic calculations, we arrive at

\[
\mathcal{G}(\cdot, i) \triangleq \mathbf{D}^{1/2} \left( \mathbf{x}_1 + \mathbf{b}_2 \right)
\]

where \( \mathbf{N}^{-1} \) is the pseudo-inverse of \( \mathbf{N} \) which can be computed by fast linear solvers. In our case, we use the algebraic multigrid (AMG) method to compute it. The following describes our algorithm:

```
Algorithm 1 Compute \( \mathcal{G} = \left( I - \mathbf{P}^T + \pi \mathbf{e}^T \right)^{-1} \)

1: for \( i = 1 : N \) do
2: Compute \( \mathbf{b} = \mathbf{D}^{-1/2} \mathbf{e}_i \) where \( \mathbf{e}_i \) is the \( i \)-th column of the identity matrix
3: \( \mathbf{b}_2 \leftarrow (\mathbf{d}^T \mathbf{b}) \mathbf{d} \) and \( \mathbf{b}_1 \leftarrow \mathbf{b} - \mathbf{b}_2 \)
4: Compute \( \mathbf{x}_1 \) by solving \( \mathbf{N} \mathbf{x}_1 = \mathbf{b}_1 \) by the AMG method
5: \( \mathcal{G}(\cdot, i) \leftarrow \mathbf{D}^{1/2} (\mathbf{x}_1 + \mathbf{b}_2) \)
6: end for
```

Since we use the AMG method in our algorithm, which has computational complexity \( \mathcal{O}(N \log N) \), \( N = |V| \), the overall computational complexity of our algorithm is \( \mathcal{O}(N^3 \log N) \). Note that, if the standard direct method is used, the overall computational cost is \( \mathcal{O}(N^4) \) and the best computational cost we can expect for computing the inverse of a matrix is \( \mathcal{O}(N^3) \). Therefore, our approach is nearly optimal.

CPU time for computing the distance of one pair of nodes, in seconds (Sub-challenge 1 Networks):

<table>
<thead>
<tr>
<th>Network</th>
<th>Edges</th>
<th>Nodes</th>
<th>Old method (C)</th>
<th>New method (Matlab)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network 1</td>
<td>2,232,405</td>
<td>17,397</td>
<td>17.959</td>
<td>1.596</td>
<td>11.25</td>
</tr>
<tr>
<td>Network 2</td>
<td>397,309</td>
<td>12,420</td>
<td>7.558</td>
<td>0.277</td>
<td>33.30</td>
</tr>
<tr>
<td>Network 3</td>
<td>21,826</td>
<td>5,254</td>
<td>0.953</td>
<td>0.048</td>
<td>19.85</td>
</tr>
<tr>
<td>Network 4</td>
<td>1,000,000</td>
<td>12,588</td>
<td>7.713</td>
<td>0.524</td>
<td>14.20</td>
</tr>
<tr>
<td>Network 5</td>
<td>1,000,000</td>
<td>14,679</td>
<td>11.060</td>
<td>0.687</td>
<td>16.10</td>
</tr>
<tr>
<td>Network 6</td>
<td>4,223,606</td>
<td>10,405</td>
<td>5.233</td>
<td>3.068</td>
<td>1.71</td>
</tr>
</tbody>
</table>

The table above presents the amortized cost for computing the distance between one pair of nodes (to estimate an upper bound on the resulting total time to compute the entire matrix, multiply by the square of the number of nodes in the network). This is actual CPU time for each of the networks from subchallenge 1, where the CPU we used for the tests was an Intel Xeon CPU E5-2637 v3 @ 3.50GHz. One can see that our new method using the AMG algorithm can achieve about 16X speed up on average comparing with old method using direct solvers, even though it is implemented in the slower Matlab language. We can expect a larger performance improvement when we compute the whole distance matrix of the network.

Edge Weights

For subchallenge 1 and our final submission to subchallenge 2, we passed all of the edge weights unchanged to our cDSD algorithm. In each case, if the network was disconnected we ran cDSD on each connected component individually, and used the largest for clustering.

For subchallenge 2, we tried different ways of rescaling the edge weights on networks 3 and 6 in order to combine them with the other networks, since the edge weights in networks 3 and 6 appeared to be on a different scale. However, we ended up not including any information from networks 3 and 6 in our final submission to subchallenge 2.
Clustering Method

Originally, we tried applying two different clustering methods to the resulting cDSD matrix: edge removal (similar to the Girvan-Newman algorithm, using DSD distance rather than edge betweenness to choose edges to remove), and spectral clustering.

In the training rounds, we observed that spectral clustering performed much better across all of the input networks. We used the spectral clustering package provided in scikit-learn, documented at http://scikit-learn.org/stable/modules/clustering.html.

Note that the spectral clustering algorithm used operates on a similarity matrix (i.e. entries that are most alike have higher values in the matrix, and entries that are more disparate have lower values in the matrix). However, the cDSD matrix is a distance matrix; that is, similar entries have low cDSD values, and vice-versa. To convert the cDSD matrix to a similarity matrix, we applied the RBF kernel to each entry in the cDSD matrix, which maps low distances to high similarity scores and vice-versa. We then clustered the similarity matrix.

Since the spectral clustering algorithm provided by scikit-learn uses $k$-means as the underlying clustering mechanism, it takes a parameter $k$ specifying the number of cluster centers. In the training rounds, we varied $k$ to change the number of clusters that were output.

We tried several different values of $k$ for each network ($k = 100, 200, 500, 800, 1000,$ and $1200$ for each network). Large clusters ($k = 100$) appeared to perform the best on networks $3, 4,$ and $6$, and smaller clusters ($k = 1000$ and $k = 1200$) performed the best on network $1$. Networks $2$ and $5$ performed the best when large clusters were combined with smaller Genecentric clusters, as described below.

Also note that spectral clustering will produce clusters of size less than $3$, and clusters of size more than $100$. Whenever we produced a cluster of size less than $3$, we ignored those vertices and did not include them in a cluster. Whenever we produced a cluster of size more than $100$, however, we recursively called spectral clustering again, with a cluster size of $2$, and continued the recursion until all clusters were of size $< 100$. We compared this method with submissions in which large clusters were thrown out. With only one exception (network $3$ with cluster size $200$), splitting clusters resulted in performance that was unchanged or improved, usually improved.

Merging the Genecentric and Spectral Clustering Sets

On networks $2, 3, and 5$, we also ran Genecentric with all the edge weights in the network set to $-1$. In the interest of running Genecentric reasonably quickly, we split the graph into large spectral clusters (using $k = 10$ and $k = 20$ for networks $2$ and $5$) based on cDSD as before, and ran Genecentric on the resulting clusters. Network $3$ was small enough to run Genecentric on directly, without splitting it into spectral clusters first.

We then ran Genecentric using a minimum partition size of $3$ and a maximum partition size of $100$, to generate clusters that fit within the size limits for the challenge, and edge squaring, as is recommended in the Genecentric documentation, to speed up the computation slightly. Otherwise, we used all of the default parameters.

Genecentric outputs clusters (which it calls modules) split into precisely two individual subclusters (which it calls pathways). We considered each individual pathway to be a separate Genecentric cluster, unless either of the partitions was smaller than $5$ nodes. In that case, we combined the partitions into one large cluster. Note that Genecentric only puts a small percentage of the network into clusters; most of the network remains unclustered by Genecentric. Furthermore, Genecentric may return an overlapping set of clusters, so we order the Genecentric clusters by size and greedily choose a collection of non-overlapping clusters (with preference for the larger clusters). These now define our Genecentric cluster set.

We then had two sets of clusters: spectral clustering clusters and Genecentric clusters, and we had to merge them into a single set of non-overlapping clusters. To merge Genecentric clusters with spectral clusters, we tried $2$ approaches. In the first, we preferentially selected Genecentric clusters when we merged them in a greedy approach; i.e. we simply removed all of the spectral clusters that overlapped at all with any Genecentric cluster. This meant that some (potentially informative) clustering information was thrown out, but in practice adding the Genecentric clusters and removing the corresponding spectral clusters seemed to help our scores overall on networks $2, 3, and 5$.

We also tried a second approach for merging Genecentric clusters based on their overlap with spectral clusters. Consider a modified Genecentric clustering that places all nodes that are not placed in an original Genecentric cluster into a new, single additional large cluster. Now return clusters of nodes that are placed in the same cluster by both the spectral and Genecentric clustering. In practice, this overlap method seemed to result in more informative final clusters on networks $2$ and $5$ during the training rounds, as long as the starting clusters are sufficiently large to allow for a high degree of overlap.

We tried this overlap strategy on network $3$ as well, but it did not show appreciable improvement over the greedy merge strategy described above, at any cluster size we tried. In our final submission, we used the greedy merge approach for network $3$, and the overlap approach for networks $2$ and $5$.

Subchallenge 2

We tried a variety of ways to merge our clusters on networks $1-6$ so that the collection was non-overlapping: nothing we tried gave us a combined clustering with more than $10$ enriched clusters.

Therefore, we instead created a combined network where we took the union of all the edges from a subcollection of networks $1-6$, (with network $3$ treated as
undirected and networks 3 and 6 reweighted as follows: all edges on network 3 were given a constant weight of 0.95, and low-weight edges on network 6 were thrown out, with the remaining edge weights normalized between 0 and 1.

We then performed exactly the same spectral clustering method as we did for subchallenge 1 on the combined network. We did not add any Genecentric clusters. We computed cDSD on the combined network, and then performed spectral clustering, recursively splitting all clusters of size > 100 as before.

In the training rounds, we tried including different subsets of networks 1-6. We tried including all 6 networks, we tried including networks 1-4, we tried networks 1-3 and 1-2, and in the end, decided to include edges from network 1, 2, and 4 only. At a \( k = 500 \) value, this gave the best performance across all FDR values during the training rounds.

**Discussion**

We showed that our double spectral approach was able to produce seemingly meaningful clusters for both subchallenges in the training rounds, in a fairly unsupervised fashion; training mostly on the final number of clusters the spectral clustering method was asked to output. One additional aspect we would have definitely liked to train on, but really didn't have sufficient submissions to figure out, was whether we should be changing the edge weights. We made one submission for network 1 where we replaced the existing edge weights with a bimodal distribution as follows: edges below a confidence of 0.2 were removed, edges below 0.6 kept their original weight, and edges above 0.6 got a weight of 1. This approach performed better than the original edge weights at \( k = 500 \), but we did not have sufficient training rounds to optimize both the edge weighting scheme and the value of \( k \) simultaneously, so we kept the original weights in our final submission.

We feel that more extensive training data would allow us to adjust the confidence weights on the various networks to make them more informative, or to adjust the method by which we combined the networks for Subchallenge 2 to get the most information out of the union of the edges in the networks.

**Source Code**

Source code has been submitted through the Synapse platform and can be found at https://www.synapse.org/#!Synapse:syn7349492/files/. This includes both the Python code to compute using the cDSD method, and Matlab code for the AMG method. If it is easier, pre-computed DSD matrices can also be obtained from the authors by request.
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**Abstract**

In this challenge we (team CAUSALITY) utilize balanced Multi-layer Regularized Markov Cluster Algorithm (bMLRMCL) method to identify disease modules from a variety of networks.

**Background/Introduction**

Markov Cluster Algorithm (MCL) is one of the most popular ways for community discovery in biological data. However, the method has the following drawbacks.

1. It does not scale well to large graphs.
2. Due to the existence of hub node, the method tends to output highly fragmented clusters.
3. The size of output clusters tends to be imbalanced.

We choose an existing method, MLRMCL, to address all above problems [Satuluri et al. 2010].

**Methods: Sub-challenge 1**

**Data pre-processing**

There are mainly two steps in the pre-processing procedure. The first one is a filtering operation that discards edges with low weight, and the second one is a scaling operation that transform the edge weight into integers.

1. We filter out the edge weight that falls in below-threshold quantile. For example, for 4_coexpr we discard all edges with weight smaller than 25\% quantile threshold. For 1_ppi we first discard all edges with weight smaller than 75\% quantile threshold, and then again filter out all edges with weight smaller than the already filtered 75\% quantile threshold.

2. After filtering, we scale all edge weights by $\frac{\text{max} - \text{min}}{V - 1}$, where $V$ is the number of nodes in the graph, max and min are the range of the original weight. This is not performed on 3_signal since it already has integer weight.

All networks are treated as undirected.

**Clustering**

We first briefly introduce the bMLRMCL algorithm, for more details please refer to [Satuluri et al. 2010].

- Let the adjacency matrix of graph $G$ be $M$. MCL perform the so-called EXPAND and INFLATE operations on $M$ recursively until convergence. EXPAND is simply defined as $M \times M$ and INFLATE raise each entry by the inflation parameter $i$ and re-normalizing so that each column sums to 1.

- Regularized MCL (RMCL) change the expansion step by replacing $M \times M$ with $M \times M_G$, where $M_G$ is the canonical flow matrix of $G$. This modification alleviate the problem that MCL produces too many singleton clusters.
Multi-layer regularized MCL addresses the running time by first coarsening the graph into multiple layers of smaller graphs to run RMCL and project the flow back to the large graphs, the size of the coarsened graph is set to $c$.

Last but not least, the methods enable adjustable balancing with balance parameter $b$, which replaces $M_b$ with $M_b = M_0 \times P^{-b}$. The balance parameter is used to address the third drawback of MCL.

Therefore bMLRMCL involves three parameters: inflation parameter $i$, coarsening size $c$, and balance parameter $b$. The parameters are set individually for each network to optimize performance.

Post processing

The clustering result from Step 2 may contain large clusters (>100) which is not considered in the competition. Therefore we utilize two different strategies to deal with this.

The first one is "recluster", which constructs a subgraph that contains all the nodes in those large clusters and all their associated edges, and then applies the same clustering process in Step 2. This is done recursively until there is no cluster with more than 100 nodes.

The second one is called "discard", which simply discards all clusters with more than 100 nodes.

Putting everything together

To sum up, our methods require the following parameters:

1. the quantile threshold for edge filtering
2. the inflation parameter $i$, coarsening size $c$, and balance parameter $b$ for the clustering.
3. the post-processing strategy. And if we use "recluster", also the parameters for the re-clustering process.

It is clear that with a total of 20 submission chances, it is not possible to try all settings. For tuning parameters for each individual network, we first pick a list of values to try, then if one trial performs reasonably well, we do some fine-tuning around that value.

Because this is essentially an unsupervised method, the risk of over-fitting is much lower than supervised approaches. We choose the settings that are robust among multiple p-values for our final submission.

Methods: Sub-challenge 2

We aggregate the weight of 1_ppi, 2_ppi and 4_coexpr into one graph by first normalizing the weight in each graph and then sum them together. And then we apply bMLRMCL algorithm to generate the output clusters.

Conclusion/Discussions

bMLRMCL shows very good performance on most of the networks in the Leaderboard phase. However, with the limited submission chances, it is hard to say what is the best parameter for each type of network.

The method is also reasonably robust to different p-values and validation set, which makes it a very promising candidate for future investigation (the p-value result for all our Leaderboard submission can be found in the file section).

Source code

The source code is written in R and C, which can be found at the file tab in this project. It should run on any Linux machine, if not please compile the C source with your own machine. Please feel free to contact me if you have any questions.

To replicate the result for sub-challenge 1, please follow the script "Final.R".
To replicate the result for sub-challenge 2, please follow the script "Sub2V27.R".
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